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Abstract 

The Rayleigh-Taylor (RT) instability, which occurs when a lower-density 

fluid accelerates a higher-density layer, is common in nature. At an ablation 

front a sharp reduction in the growth rate of the instability at short wave- 

lengths can occur, in marked contrast to  the classical case where growth rates 

are highest at the shortest wavelengths. Theoretical and numerical investi- 

gations of the ablative RT instability are numerous and differ considerably 

on the level of stabilization expected. We present here the results of a series 

of laser experiments designed to probe the roll-over and cutoff region of the 

ablation-front RT dispersion curve in indirect drive. Aluminum foils with im- 

posed sinusoidal perturbations ranging in wavelength from 10 to 70 pm were 

ablatively accelerated with a radiation drive generated in a gold cylindrical 

hohlraum. A strong shock wave compresses the package followed by an - 2 ns 

period of roughly constant acceleration and the experiment is diagnosed via 

face-on radiography. Perturbations with wavelengths 2 20 pm experienced 

substantial growth during the acceleration phase while shorter wavelengths 

showed a sharp drop off in overall growth. These experimental results com- 

pared favorably to  calculations with a 2-D radiation-hydrodynamics code, 

1 



however, the growth is significantly affected by the rippled shock launched by 

the drive. We performed numerical simulations to elucidate the influence of 

the rippled shock wave on the eventual growth of the perturbations, allowing 

comparisons to the analytic model developed by Betti et al. This combination 

of experiments, simulations and analytic modeling illustrates the qualitative 

simplicity yet quantitative complexity of the compressible RT instability. We 

have measured the Rayleigh-Taylor (RT) dispersion curve for a radiatively- 

driven sample in a series of experiments on the Nova laser facility. Planar 

aluminum foils were ablatively-accelerated and the subsequent perturbation 

growth was diagnosed via x-ray radiography. These measurements unambigu- 

ously map out the linear regime dispersion curve, including the observation of 

stabilization at short wavelengths. The data are compared favorably to two- 

dimensional simulations. Due to the influence of the rippled shock transit 

phase of the experiment, direct comparison to the ablation front RT theory 

of R. Betti was difficult. Instead, a numerical “experiment” was constructed 

that minimized the influence of the shock and this was compared to the Betti 

model showing quite good agreement. This work was performed under the 

auspices of the U.S. Department of Energy by the University of California, 

Lawrence Livermore National Laboratory under contract No. W-7405-Eng- 

48. 
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The interface between the two fluids of different densities is unstable via the Rayleigh- 

Taylor instability whenever a lower-density fluid accelerates a higher-density layer. [l] Ex- 

amples of this buoyancy-driven instability are numerous in nature, ranging from imploding 

inertial confinement fusion capsules to Z pinches to exploding supernovae. It is manifested 

as broad bubbles of the lower density material rising up past falling spikes of the high den- 

sity material. At an ablation front a sharp reduction in the growth rate of the instability 

at short wavelengths can occur, in marked contrast to the classical case where growth rates 

are highest at the shortest wavelengths. The outer surface of an ICF capsule is an example 

of the ablation front instability, where the acceleration of the shell is provided by the low- 

density, ablated plasma. A second, potential astrophysical occurrence of ablation front RT, 

a photoevaporation front, may be the mechanism forming the beautiful “pillars of creation” 

in the Eagle nebula [a] .  
Much of the research on the RT instability in recent years has been motivated by the 

inertial Confinement fusion (ICF) community since in both the direct- and indirect-drive 

schemes for ICF, the imploding capsule experiences two phases of RT instability. [3,4] The 

ablation front is unstable during the acceleration phase and the pusher-fuel interface becomes 

unstable during deceleration and stagnation. Strong perturbation growth can lead to spikes 

of the capsule wall material protruding into the fuel, which can severely degrade capsule 

performance. [5]  In indirect-drive, where the driver energy is converted into x-rays in a high- 

2 cavity (hohlraum) which irradiate the capsule, the ablation velocities v, = (dm/dt)/p,,,, 

where m is the foil mass per unit area and pmax is the maximum density at the ablation 

front, are high and short wavelength modes are predicted to be stabilized. However, for 

direct-drive the ablation velocities are lower and the stabilizing effect is expected to occur 

at shorter wavelengths. Despite considerable effort worldwide, there has been no conclusive 

measurement of the RT cutoff wavelength at an ablation front in indirect drive. For direct 

drive the cutoff wavelengths are expected to be below standard diagnostic resolution limits 

161 of 10 pm and prior indirect drive measurement‘s utilized a rapidly varying drive, making a 

dispersion curve assessment difficult. [7,8] We present here the first conclusive experimental 
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measurement of the ablation front RT cutoff utilizing a nearly steady-state x-ray drive to 

accelerate a rippled, aluminum foil. 

Theoretical and numerical investigations of the ablative RT instability are numerous 

and differ considerably on the level of stabilization expected. [3-5,9,7,10] We present here 

a comparison of the theoretical model for ablation front RT proposed by Betti et al. with 

experimental data from an indirect drive geometry. [ll] The data are well-reproduced by 

two-dimensional simulations. The first-principles Betti model was seen to qualitatively re- 

produce the measured dispersion curve for aluminum however, a more detailed, quantitative 

comparison was complicated due to the presence of a strong, rippled shock in the experi- 

ment that was not accounted for in the model. Therefore a numerical “experiment” was 

conducted that minimized the influence of shock waves to facilitate the comparison to the 

model. This comparison showed quite good, quantitative agreement between the simulation 

and model. As expected, the standard Takabe formulation applied with ,B used as a fitting 

parameter provided excellent agreement with the numerical experiment. 

The experimental configuration is illustrated in Figure 1. A 750-pm-diameter, 25-pm- 

thick planar, aluminum foil is mounted across a hole on a 4-mm-long by 2.32-mm-diameter 

cylindrical gold hohlraum. 

Sc backlighter foil 
J, 

CH,O foam 
4 drive beams , ?,beams \ 

/Au cylindr/cal hohlraum 
25 pm thick 

AI foil 

FIG. 1. Experimental schematic for the ablation front RT measurements in aluminum. 
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The central 1 mm of the hohlraum is filled with 10 mg/cm3 CHzO (Agar) foam to keep the 

diagnostic line-of-sight from filling with high-opacity gold from the hohlraum wall for the 

duration of the measurement. Calculations have been done to confirm that this low-density 

foam does not have a significant effect on the hydrodynamic evolution of the aluminum foil. 

Eight of the ten Nova laser beams at 0.35 pm wavelength are focussed into the hohlraum and 

generate a c u  100 eV radiation drive. The pulse is carefully temporally shaped, with an overall 

IV 6 ns duration, to produce a nearly constant acceleration over a period of approximately 2 

ns. The pulse shape and radiation drive are shown in Figure 2(a). Two 2 ns square pulses at 

0.35 pm wavelength are delayed relative to the drive beams and focussed onto a scandium 

backlighter foil. This generates a hard x-ray spectrum dominated by the 4.3 keV He-a line 

which back-illuminates the accelerating, planar foil. A gated x-ray pinhole camera is used 

to record a, sequence of two-dimensional x-ray images. [la] The perturbation amplitude as 

a function of time is proportional to the changing optical depth (OD) modulation in the 

aluminum foil. 
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FIG. 2. ( 

n 

W z 5  

0 $ 4  
Q 

5 3  
a 
a 
0 

- - 2  

- 1  

0 

c, 

0 1 2 3 4 5 6 7  
time (ns) 

60 
S a 
U 
.- 

20 

' o A data rt-3 

0 1 2 3 4 5 
time (ns) 

) Total laser power profile utilized in the aluminum experiments anL the correspond- 

ing hohlraum radiation temperature profile simulated using this laser pulse shown as a function 

of time. (b) Rear surface position as a function of time from the simulations (solid line) and 

experimental measurement (points). 

The radiation drive used in the simulations was designed via a two-dimensional LASNEX 

[ 131 hohlraum simulation. The calculated drive profile was verified by several experimen- 

tal measurements. These included a side-on foil trajectory measurement as well as shock 

breakout measurements through a stepped aluminum witness foil placed on the side of the 

hohlraum, both measures of the gross hydrodynamics. The data were well-reproduced by 



one-dimensional simulations utilizing the calculated T,(t) profile. Figure 2(b) shows the 

measured and calculated side-on foil trajectory, which indicates that the foil does not accel- 

erate as a unit until the initial shock breaks out of the rear surface of the A1 at t - 2 ns. 

The experimental measurements of perturbation growth were taken after shock breakout to 

focus on the RT evolution of the foil rather than the dynamics of the shock passage phase. 

However, because the growth is measured in transmission as A(0D)  any modulations in the 

foil away from the ablation front due to the passage of the shock will be visible in the data 

and its influence must be considered. 

The planar A1 foils used in the experimental measurements were 25 pm thick and had 

a variety of sinusoidal modulations machined onto one side, which was then placed facing 

the x-ray drive. Except for the longest wavelength investigated, X = 70 pm, each target 

had side-by-side patterns of sinusoidal ripples separated by a small gap so that the small 

variations in the x-ray drive for each measurement could be accounted for in the calculations. 

The pairs of wavelength groups investigated were X = 10 pm with X = 30 pm, X = 20 pm 

with X = 50 pm, and X = 12 pm with X = 16 pm and X = 20 pm. Wavelengths of 20, 30, 

50 and 70 pm were given an initial amplitude qo = 1.0 pm while X = 10, 12, and 16 pm 

had ‘lo = 0.5 pm. The exact shape of the perturbations was characterized by atomic force 

microscopy and contact profilometry and is indeed a single-mode sinusoid, known to better 

than 10 %. 

Typical images from the experimental data are shown in Figure 3 along with the cor- 

responding averaged lineouts displayed in ln(exposure) cx pKdz - &(OD), where p is the 

density, K is the opacity, and SOD is optical depth modulation. Figure 3(a) shows the X = 

30 pm side-by-side with X = 10 pm perturbation result and Figure 3(b) shows the X = 50 

pm side-by-side with X = 20 pm perturbation result. 
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FIG. 3. (a) Radiographic image of the X = 30 pm side-by-side with X = 10 pm perturbation at 

t = 4 ns along with the corresponding averaged lineout in ln(exposure). (b) Radiographic image of 

the X = 20 pm side-by-side with X = 50 pm perturbation at t = 4 ns along with the corresponding 

averaged lineout in ln(exposure). 

In order to extract the amplitude as a function of time from the image data, a region of 

each image was selected over which the backlighter intensity was approximately constant. 

The image intensity was converted to ln(exposure) using a calibrated transmission wedge 

for that piece of film. Optical depth as a function of position across the target was then 

extracted by averaging over the length of the perturbations. The lineouts in ln(exposure) 

were Fourier analyzed and the resulting mode amplitude was plotted as a function of the 

time for each image. These results were compared to two-dimensional simulations which 

were post-processed to  produce amplitude in optical depth and convolved with the mea- 

sured instrument response function. Figure 4 shows the comparison between the measured 

and simulated perturbation amplitudes at 10, 12, 16, 20, 30, 50, and 70 pm. No observable 

growth at X = 10 or 12 ,urn is detected throughout the duration of the experimental measure- 

ments. Data taken on separate experiments are shown with different symbols. Reasonable 

agreeement is observed between the data and simulations as long as the measured drive 

conditions for each experiment are used to drive the corresponding simulation. 



time (ns) 
- - _ _  20  LASNEX simulations e 0 data 

FIG. 4. ]Comparison between simulated and measured values of the optical depth modulation 

in ln(exposure) for the 10, 12, 16, 20, 30, 50, and 70 pm wavelengths as a function of time. 

Particularly at short wavelengths, there is a noticeable oscillation in the perturbation 

amplitude in both the data and simulations just prior to shock breakout time. Since the 

acceleration of the foil and corresponding Rayleigh-Taylor growth do not commence until 

the shock .initially launched by the x-ray drive has broken out of the rear surface of the 

target, it was suspected that this effect was correlated to the rippled shock moving through 

the thin foil. As the perturbed shock wave traverses the target it will oscillate, which in itself 

will not change the observed optical depth measurement. However, if material also flows 

laterally due to this oscillation this may increase or decrease the observed modulation. Since 

the oscillation of the rippled shock is expected to damp out over a distance roughly equal 

to the wavelength of the perturbation, this effect would be'strongest at wavelengths close to 

the target thickness, 25 pm, as observed in the simulations and data. Direct comparison of 

the RT perturbation growth data to analytic models is difficult as they typically assume an 

isotropic, adiabatic compression and neglect the effect of shock waves. Since growth rates 

are extremely difficult to extract from the data due to the short duration of the acceleration 

phase of the experbent ,  the measured growth factor G F  = q(t)/qo) is compared to the 
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FIG. 5. Comparison of the measured growth factor (q(t)/T,, open triangles) to the simulated 

growth factor (solid diamonds). 

This early-time comparison shows reasonable agreement between the measured and sim- 

ulated growth factors, except in the region of the roll-over of the growth. The roll-over 

occurs near wavelengths - 20pm where the oscillation of the rippled shock should have a 

large effect. Additionally, due to  the instrument response in this wavelength region rather 

large growth factors are required before the modulation will be seen in the data. The sim- 

ulated growth factors at 3.2 ns are not large enough that we would expect any observable 

modulation growth in the data. The model of Betti et al. shows poor agreement with the 

experimental result due in large part to the considerable impact of the rippled shock transit 

on the data. Therefore, to enable more meaningful comparison with the analytical model 

a series of numerical experiment were undertaken that sought to remove or minimize the 

influence of the shock transit. 

The calculation proceeded with no modulation at the ablation front until shortly after 

shock breakout for an unperturbed foil at t=2.6 ns for a typical X-ray drive used in the 

experiment. A small amplitude density perturbation (equivalent to an M 0.001 pm spatial 

perturbation) was then superimposed at the ablation front (taken to be the half-maximum 
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density point). Calculations were carried out for each of the wavelengths used in the exper- 

iment to construct a dispersion curve for the instability and a respresentative pair of results 

is shown in Fig. 6. 

u.5 I- I -  

0.0 tj A ,  
I I  1 1 1 1  I l l ,  I I I I  I I I I  

0 1 2 3 4 5 

time (ns) 
FIG. 6. Simulted perturbation amplitude in arbitrary units for12 and 20 pm wavelengths as a 

function of time for the numerical experiment simulation to  remove the effect of the rippled shock 

transit. 

Although this approach eliminates complicating growth during the shock transit phase, it 

is not without its own difficulties. Most notable is that the perturbation thus introduced is 

not in general an eigenmode of the system. As a result small oscillations are observed in 

the growth rates befolre they settle into smooth functions. However, by keeping the initial 

amplitude small the effect on the growth rates subsequent to the short oscillatory period are 

expected to be small. 

The results of these simulations at 4 ns, near the end of the acceleration phase, were 

used to construct a dispersion curve that was then compared to the analytic model of R. 

Betti and colleagues. [ll] A one-dimensional LASNEX simulation of the foil motion for a 

characteristic x-ray drive is used to generate pressure and density profiles at the ablation 

front as a function of time. The model then uses fits to these density and pressure profiles 

at each ti:me step generated via the expressions 
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where v is the power index for thermal conduction, L, is the characteristic spatial scale for 

thermal c.onductivity, and F, = Vi/gL, is the Froude number. In these equations the nota- 

tion of Betti is used, in which [ and II are the density and pressure of the flow normalized to 

the peak density, pa, and pressure at peak density, Pa, respectively, and y is the spatial co- 

ordinate increasing in the direction of the flow. This model characterizes the hydrodynamic 

evolution primarily by the Froude number. Here the experimental package is characterized 

by a low Froude number and the growth rate of short wavelength modes is predicted to be 

reduced by a combination of transverse thermal conduction, the finite density gradient scale 

length and mass flow across the ablation front. 

Figure 7 shows a representative set of equilibrium profiles generated by the one- 

dimensional LASNEX simulation at  4 ns and the corresponding fit calculated with the 

model. 
I ' - 1  I 

- equilibrium profile : 
r-- 
c 

FIG. 7.  

1 

0 80 
0 

Z(r.lm) 
One-dimensional simulated pressure and density profiles (solid lines) 

fits generated by the  Betti model prescription (dashed lines) at t = 3 ns. 

compared to the 

The model was applied by choosing the set of parameters that  provided the best fit to  the 
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density and pressure profiles predicted by a one-dimensional LASNEX simulation of the 

foil motion which used the same X-ray drive as 2D instability calculations. The values 

extracted from these fits are then used to  calculate the growth rate of a perturbation as a 

function of time. The values of v, Lo, and F, increase slowly in time with typical values 

of v M 1, L,, M 1.2 corresponding to a minimum density gradient scale length of N 5 pm) ,  

and F, M 0.2. The ablation velocity remains between 1.3 5 V, 5 1.8pm/ns throughout the 

:a = 0.9, p = 1.5 

simulation and thus the acceleration decreases slowly from approximately 15 ,um/ns2 at 3 

ns to  about half this value by N 4.5 ns. Figure 8 shows the growth rate as a function of 

wavelength, or dispersion curve, from the numerical experiment compared to the model of 

Betti and colleagues. 

and corresponding prediction from the model of Betti et al. (solid line) and the modified Takabe 

analysis (dashed line). 

In this exa,mple, where the conditions of the simulation are better matched to the underlying 

assumptions of the analytic model, reasonably good agreement is observed between the 

model predictions and simulation. Note, the model has no free parrameters, other than the 

fitting to  the pressure and density profiles to  fix v, Lo, and F,. 

These results were used to set the constants in a Takabe type growth rate formula 
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Y = ad-- Akg -,f3kVa 
(I + kL) (3) 

where k is the wavenumber, g is the interface acceleration, L is the density gradient scale 

length defined as Lo(v + l)yfl/vV, V, is the ablation velocity as described previously. It 

was found that setting a = 0.92, and ,B = 1.5 results in excellent agreement for this case as 

expected for our application of the Takabe formula with /3 used as a fitting parameter. 

I. CONCLUSIONS 

We have measured the Rayleigh-Taylor (RT) dispersion curve for a radiatively-driven 

sample in a series of experiments on the Nova laser facility. Planar aluminum foils were 

ablatively-accelerated and the subsequent perturbation growth was diagnosed via x-ray ra- 

diography. These measurements unambiguously map out the linear regime dispersion curve, 

including the observation of stabilization at short wavelengths. The data are compared fa- 

vorably to  two-dimensional simulations. Due to the influence of the rippled shock transit 

phase of the experiment, direct comparison to the ablation front RT theory of R. Betti was 

difficult. Instead, a numerical “experiment” was constructed that minimized the influence 

of the shock and this was compared to the Betti model showing quite good agreement. 
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